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Vision-and-Language Navigation (VLN) Task

Given a natural language 
instruction, the agent needs to 
navigate to a goal location by 
following the given instruction.

Input: instruction and panoramic 
observation
Output: sequence of actions
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Exit the bedroom and turn 
left. Continue down the hall 
and into the room straight 
ahead and stop before the 
desk with two green chairs.
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Ablation Study
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Comparison with State-of-the-Art

37

52

58 59

20

25

30

35

40

45

50

55

60

65

RxR Baseline Env Dropout Recurrent VLN-
BERT

Ours

Performance on R2R Val Unseen

+3.7

25.6

40.5

44.2

20

25

30

35

40

45

50

RxR Baseline Recurrent VLN-BERT Ours

Performance on RxR Val Unseen



Results on RxR Object-Heavy Instructions Subset



Results on RxR Object-Heavy Instructions Subset

You are standing in front of a curio cabinet with lots of dolls in it. You are going turn to your right 
and enter that doorway. You will see dark wood floors. You are now in a bedroom. It will have a 

gray and black striped comforter on it. You are going to walk into the bedroom and walk in 
between the foot of the bed and on your left will be a dresser with a large outdoor painting on it. 

You are going to stop right there in between those two.

Object-Heavy Instruction Example from RxR Dataset



Results on RxR Object-Heavy Instructions Subset

You are standing in front of a curio cabinet1 with lots of dolls2 in it. You are going turn to your right 
and enter that doorway. You will see dark wood floors. You are now in a bedroom. It will have a 

gray and black striped comforter3 on it. You are going to walk into the bedroom and walk in 
between the foot4 of the bed5 and on your left will be a dresser6 with a large outdoor painting7 on it. 

You are going to stop right there in between those two.

Object-Heavy Instruction Example from RxR Dataset



Results on RxR Object-Heavy Instructions Subset
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Qualitative Example: Baseline 
RxR Instruction: “You are going to start facing a front door. Turn to the left and go up the stairs. Once at the top, 

you are going to keep walking straight, pass the china cabinet on you right and take two more steps, and stop once 
you are next to the desk and the small dresser with two red glasses on top. Once you are there, you are done.”

VLN    BERT



Qualitative Example: SOAT (Ours)
RxR Instruction: “You are going to start facing a front door. Turn to the left and go up the stairs. Once at the top, 

you are going to keep walking straight, pass the china cabinet on you right and take two more steps, and stop once 
you are next to the desk and the small dresser with two red glasses on top. Once you are there, you are done.”



Thank you!


